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ABSTRACT

This paper proposes the use of conversational interactions for gath-
ering feedback from users in Virtual Reality (VR) evaluation studies.
A conversational interaction allows the user to communicate with
the system using natural language in the form of text, voice or
both. This interaction is facilitated by what are known as conversa-
tional agents (CA), which engage in a conversation with the user.
In contrast to gathering user feedback once the experience has
finished, these agents, either embodied or not, are in charge of
administering the user post-tasks and post-study questionnaires,
which are carried out inside the VR environment. In this paper we
conceptualise conversational agents in the context of UXE (User
eXperience Evaluation) in VR, and analyse key design elements to
be taken into consideration when designing them. We hope our
discussion encourages others to study in-world evaluation in VR.

CCS CONCEPTS

« Human-centered computing — User studies; - Computing
methodologies — Virtual reality.

1 INTRODUCTION

The availability of affordable Head-Mounted Displays (HDM) and
Software Development Kits (SDK) has extended the use of Virtual
Reality (VR) in different fields, such as the automotive, healthcare,
education and entertainment industries, among others [21][10]. It is
therefore increasingly necessary to conduct user studies to validate
and improve developments in VR.

VR experience evaluation can be performed in two-ways: in-
world (while the user is in the virtual environment) and out-world
(once the experience is over) [5]. In-world evaluation can be done
implicitly and explicitly, through logs running in the background
and by asking the user to fill in questionnaires, respectively.

Regarding questionnaires, there are two modalities: post-task
and post-study [24]. In the context of VR experiences, it is clear
that the post-task modality can hardly be done out-world and is,
therefore, almost forcibly carried out in-world. In contrast, the
post-study modality can be performed either way.

In-world questionnaires have the advantage of not interrupting
the immersive experience [25][17][5]. Nevertheless, it runs into the
barrier posed by VR input methods. For example, questionnaires
designed as point and click planar surfaces in the 3D virtual world
can be cumbersome and unnatural. Conversational interfaces are
currently gaining popularity as an alternative, and they provide
the user with a natural interaction using text and voice [9] [14].
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Although the limitation of input methods for HMDs may have been
a handicap to implement conversational interfaces in the past, this
is not the case today thanks to commercial devices such as 6DOF
controllers and microphones.

In this panorama of powerful and affordable VR devices, we
advocate for exploring new methods of UX evaluation (UXE) in VR.
Concretely, we propose the evaluation of VR experiences through
conversational (post-task and post-study) questionnaires performed
in-world, i.e while the users are living the immersive experience.
This is, as far as we know;, the first proposal towards the introduction
of conversational interactions when evaluating VR applications.
In this paper, we discuss the opportunities and challenges arising
from our proposal, laying out both our theoretical and practical
thoughts, while hoping it will encourage further theoretical and
experimental studies on the topic.

2 RELATED WORK

Classical methods for evaluating UX employ a wide spectrum of
measures, ranging from objective (heart rate, sweating, eye track-
ing) to subjective ones (questionnaires) [4]. Similar measures have
been applied to VR applications, with the addition of platform-
dependent metrics such as gaze and 3D position-orientation track-
ing [26] [19].

In the following, we focus on research works concerned with
gathering users’ opinions and feelings using questionnaires. First,
we present research that focuses on the use of questionnaires for
the evaluation of UX experience in VR. Then, we refer to studies
that use conversational interactions for administering surveys to
users.

The literature reports several studies that use in-world ques-
tionnaires in VR, ranging from a single question with multiple
responses operated by a virtual pointer or a user tracked hand [13]
[29] to sliders on a 0 to 10 scale [6] [25]. A recent study [5] com-
pared the use of in-world and out-world questionnaires, dealing
with different dimensions such as enjoyment, efficiency (comple-
tion time) and, in general, usability. In-world showed better results
in terms of enjoyment but usability and efficiency scored higher in
out-world questionnaires. The explanation for this can be found
in users’ greater familiarity with mouse and keyboard interactions
than with their virtual counterparts. While these results favour the
use of in-world questionnaires, the authors suggest more research
work is needed to assess their impact on reliability.

Some initial steps have also been taken recently with regard
to the use of conversational interactions to perform surveys and
questionnaires. Celino [8] proposed a conversational survey tool
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that administer questionnaires through a chat-like interface. Exper-
imental results showed that users expressed a preference for the
conversational interface. Along the same lines, Xiao [31] used an
Al based chatbot to conduct open-question surveys and interviews.
The chatbot generated a higher level of participant engagement and
higher quality responses than the classical survey, as well as outper-
forming it in terms of trustworthiness [3]. Our research relies on
previous work carried out along both lines of research - assessing
VR experience in-world through questionnaires and conversational
interactions for administering questionnaires - and proposes the
use of conversational interactions for facilitating UXE in virtual
reality applications.

3 IN-WORLD CONVERSATIONAL
INTERACTIONS

In this section, we first conceptualize conversational agents in the
context of UXE in VR and then we discuss some design elements
to consider when designing them.

3.1 Conversational agents for UXE

Conversational agents can be classified according to features such
as aspect (embodied, non-embodied), interaction mode (text, voice
based), knowledge (open-domain, specific-domain), method (rule-
based, Al) and application (task-oriented, non-task oriented) [12][1].
We take agent features from previous classification proposals and
provide a rationale for agent parameters in UXE VR. Table 1 shows
the different parameters - aspect, domain knowledge, service pro-
vided, goals, method - that are presented next, and, in the last
column, indicates the value of the parameter that best suits UXE
VR.

Embodied conversational agents (ECA) are anthropomorphic
representations of the system [7]. They are adequate for those VR
applications which include, by design, narratives and characters
that drive the narrative or act as companions for the players. Never-
theless, conversational interactions can be also designed featuring
non-embodied agents, as is the case of VR desktop applications, for
example.

Agents’ knowledge may be general or specific, i.e. there are
agents who engage in conversations on general topics (open-domain)
and agents who know about a particular domain (closed-domain).
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Conversational agents for UXE VR clearly belong to a concrete do-
main and their knowledge would be restricted to specific questions
regarding the user experience and users’ answers that are designed
to elicit feedback on their experience.

Regarding the service provided, interpersonal agents actuate as
facilitators for reaching a goal, and intrapersonal agents actuate as
a companion with a emotion based relationship. For UXE VR, we
envisage both possibilities, depending on the VR application. For
example, a desktop-based VR aplication may be better adapted to
interpersonal service because the agent is specifically designed for
the purpose of the evaluation. Conversely, VR gamified applications
and games fit better with an intrapersonal service, because the agent
is also designed to elicit empathy and emotional experiences [2][27].
An agent who is in charge of facilitating the evaluation of a VR
experience is designed to perform a specific task (task-based), and
its purpose is not, therefore, to give information or chat about a
particular topic (chat-based).

Finally, there are several methods for processing user inputs
and generating corresponding responses. In order of increasing
complexity these are rule-based methods (in which the users’ input
sentences match one of the expected inputs, and the response is a
sentence based on a fixed predefined set)[23], retrieval-based meth-
ods (which gather candidate responses from available services) [30]
[11] and generative (responses are generated by Al systems) [18]
[22] . Given the simplicity of the interactions needed for gathering
user feedback through in-world questionnaires, we consider rule-
based systems (without creating answers as generative systems do)
to be adequate for designing and implementing UXE VR agents.

3.2 Design considerations

When designing a conversational experience there are also a num-
ber of design elements to consider, some of which are general
enough to be taken into account for a variety of platforms (desktop,
mobile, etc.), while others are more directly related to 3D virtual
environments like VR. Figure 2 shows general design elements in
blue - dialogue flow, context, language and tone, user privacy and
trust, and dealing with failures - and those related to VR are shown
in green - 3D avatar and mix of input methods. We elaborate on
these elements in the following.

A dialogue consists of a sequence of questions and answers
connected linearly or forming branches depending on the user’s
choices. That is, the dialogue can be a simple question-answer
sequence or a more complex interaction defined by an (underlying)
dialogue flow. In the context of a UXE in VR we think that dialogues
can be simple non-linear ones. For example, Figure 1 shows a short
dialogue with three branches: the agent asks the user "Did you feel
immersed while doing the task?", if the user response is affirmative
("Yes", "Of course", "Sure I did"...), the agent reply can be "Wow, these
are good news!". But if the response is "No", the agent reply can be
"What a pity. Can you tell me why you did not feel immersed?". If
the user gives a response, the agent thanks the user for the response,
if not, the agent finishes the conversation by saying "All right, bye".
Other user responses, such as "Not sure" and "I don’t know" can be
answered with "Ok, thanks, don’t worry about that!".
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Figure 1: User(U)-agent(A) dialog for assessing UX experience.

Language and tone refer to the use of formal and informal lan-
guage in conversational interactions. Previous research has dis-
cussed the importance of selecting the correct register and tone [8],
since the target users and the type of VR application determine the
register and tone of the conversation.

Moreover, it is important to maintain the context during a conver-
sation, such as the agent recognising a change of topic during the
conversation and remembering topics that have refereed to earlier
in the conversation. This may have an impact on users’ perception
of the agents’ credibility and usefulness. For example, if the user
refers to previous opinions, the agent should be able to recognise
that in order to give an appropriate response [16].

Related to user privacy and trust, conversational agent design
should establish clear communications with the user regarding
data privacy and data management, since trust is important for the
success of human-agent interaction. Additionally, chatbots have
demonstrated to allow users’ self-disclosure while securing their
anonymity [28]. This act of revealing information can be an oppor-
tunity for UXE, since the goal is to gather reliable data regarding
users’ opinions and perceptions of their experience.

Agents often fail to fulfil users’ expectations because of their lim-
ited understanding capabilities [15], which means that it is crucial
to deal with failures related to natural language processing. More-
over, other failures, such as technical issues (e.g. failed internet
connection, speech-to-text system malfunctions), should be also
managed by the system.

Regarding the elements that are closely related to UXE in VR, a
3D avatar is a character that can introduce the application to users
and guide them through the experience. The avatar could also be
used as a facilitator for the conversational in-world questionnaire,
thereby allowing for a seamless experience for the user. The use of
embodied conversational agents favour their integration into the
narrative, providing the agent with a role and a goal. This role may
be to act purely as a test moderator asking the user about several
aspects of the experience (this can be done in different parts of the
designed experience) or as a companion interested in the overall
experience lived by the user.

It is proven that users prefer a mix of input methods, i.e., of-
fering the user several possibilities to provide their input for the
system. Taking into account the fact that interactive 2D elements
(e.g. menus) can be cumbersome to manipulate in VR, we believe
that microphones can provide users with a more natural way to
answer questions regarding their UX experience within the VR
environment. Indeed, the use of microphones could at some point
violate the privacy and anonymity of users, but it can be preserved
adding sound masks to anonymize speech data before being sent
to the storage system [20].

Dialogue Language
flow and tone
[_l 3D avatar
Context User privacy
and trust
Mix of

8
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Figure 2: Design elements in conversational UXE. Blue (gen-
eral) Green (VR-related)

To conclude, the conversational approach is an interaction style
that can be natural and efficient, since it allows the user to respond
by voice to UX related questions. Additionally, users do not tend
to forget what happened to them and how they felt in an in-world
conversational questionnaire, and the reporting of their feelings
inside the virtual environment may provide better quality of data.
Nevertheless, further experimental research is needed in order to
provide evidence regarding this issue. There are also a number of
limitations to this approach, such as the design of the conversa-
tional system, which is an additional effort that should done by
the designer. Moreover, when the system includes conversational
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Figure 3: Conversational interaction in a VR game.

interactions for purposes other than evaluation, it should be always
clear for the user what is the purpose of the conversation. There-
fore, the agent should take the context into consideration more
than ever, not only because of its past history in the conversation
but also in order to make a clear distinction between talking about
the experience and talking during the experience.

4 CONCLUSIONS

This paper proposes the use of in-world questionnaires to gather
users opinions and likes in virtual reality applications. Specifically,
a conversational interaction style may enhance the efficiency and
naturalness of the evaluation process. As on-going work, we are
integrating a conversational agent in a serious game that introduces
programming concepts and computational thinking to tweens. This
research is a starting point to be followed by theoretical and tech-
nological developments as well as experimental studies to compare
it with alternative interaction styles. Further studies are needed to
evaluate the impact of conversational in-world questionnaires on
both UX and questionnaire reliability.
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